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Abstract

A numerical investigation of the air flow and heat transfer phenomena in a ventilated converter valve hall has been carried out using the k–ε

turbulence model with scalable wall functions. The geometry involving a large building enclosing heat-generating blocks in three towers (16 tiers
each) with inlet and outlet openings was simulated as a three-dimensional domain. Results were obtained for the base case simulating the currently
existing conditions in the valve hall and six other cases corresponding to various geometry and inlet flow parameters in an attempt to enhance
the current cooling effectiveness. These results include the net air flow in all 15 tower gaps and the maximum temperature in each gap. It is
demonstrated that significant improvements in the cooling effectiveness with large reduction in the temperature of the tower surfaces can be
achieved without having to increase the inlet air flow rate into the valve hall.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction

High-Voltage-Direct-Current (HVDC) transmission systems
have become more desirable in today’s electricity industry be-
cause of environmental and economical advantages, improved
power flow control, and other added benefits related to stabil-
ity and power quality. Currently, large amounts of power are
transmitted via HVDC systems in several countries around the
world (e.g., Argentina, Australia, Brazil, Canada, India, Philip-
pines, and Sweden). The fundamental process that occurs in
an HVDC system is the conversion of electrical current from
AC to DC at the transmitting end, and from DC to AC at the
receiving end. In most systems, the AC/DC and DC/AC con-
versions are achieved in converter stations using an electronic
device called the “thyristor” valve. A typical converter station
consists of a number of converter valve halls; each valve hall is
a large building housing stacks of thyristor valves. Due to elec-
trical losses in the conversion process, large amounts of heat
are generated in the thyristor valves and therefore, an effective
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cooling system must be installed in order to keep the electronics
(thyristors) at or below their design operating temperature.

This investigation relates to a DC/AC converter station near
Winnipeg, Canada that handles 3854 MW of power. This con-
version process is performed in a number of valve halls, one of
which, with a capacity of 500 MW, is the subject of this study.
The heat generated during the conversion process is removed by
a combination of water cooling applied internally to the thyris-
tor valves and air cooling applied by injecting cold air through
grills in the floor of the building and rejecting the return warm
air from the ceiling. Occasionally, particularly during summer
operation, a high temperature level has been reported in the
valve hall, especially near the thyristor valve modules. A simple
energy balance on the air indicated that the input air flow rate
used in the valve hall is adequate because the bulk-temperature
difference between inlet and outlet was about 23 ◦C. However,
the pattern of air flow within the valve hall, particularly in the
vicinity of the thyristor valve, is not known and, to the authors’
best knowledge, has not been investigated before.

Developing solutions for the air flow and temperature distri-
butions in converter valve halls requires a numerical study of
mixed-convection cooling during turbulent air flow over three-
dimensional heated structures. This type of research is not only
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Nomenclature

A area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m2

Cp specific heat . . . . . . . . . . . . . . . . . . . . . . . J kg−1 K−1

Cε1 k–ε turbulence model constant
Cε2 k–ε turbulence model constant
Cμ k–ε turbulence model constant
g gravitational acceleration . . . . . . . . . . . . . . . . m s−2

I turbulence intensity
k turbulence kinetic energy per unit mass . . m2 s−2

L1 length of floor opening in the x direction . . . . . . m
L2 length of floor opening in the y direction . . . . . . m
L3 location of floor opening relative to domain CD1

boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
L4 length of side-wall opening in the x direction . . m
L5 length of side-wall opening in the z direction . . m
L6 location of side-wall opening relative to domain

CD2 boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
ṁ mass flow rate . . . . . . . . . . . . . . . . . . . . . . . . . . kg s−1

P time-averaged pressure . . . . . . . . . . . . . . . . . . . . . Pa
Pk turbulence production . . . . . . . . . . . . . . kg m−1 s−3

P ∗ time-averaged dynamic pressure . . . . . . . . . . . . . Pa
q ′′ uniform heat flux at the block surfaces . . . W m−2

R viscosity ratio
T temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . K
Tmax maximum temperature in the domain . . . . . . . . . K

u time-averaged velocity component in the x

direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−1

v time-averaged velocity component in the y

direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−1

Vjet resultant jet velocity at the inlet opening . . . m s−1

w time-averaged velocity component in the z

direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−1

x, y, z Cartesian coordinate system . . . . . . . . . . . . . . . . . m

Greek letters

ε turbulence dissipation rate . . . . . . . . . . . . . . m2 s−3

ρ density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−3

μ viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−1 s−1

μt eddy viscosity . . . . . . . . . . . . . . . . . . . . . kg m−1 s−1

λ thermal conductivity . . . . . . . . . . . . . . . W m−1 K−1

θ angle of inlet air jet with the horizontal
σε k–ε turbulence model constant
σk k–ε turbulence model constant

Subscripts

CA Case A
g gap
o inlet
relevant to DC/AC converter halls, but also relevant to the pack-
aging of electronic devices, the design of power transformers,
and the design of cooling systems for spent nuclear fuel. Unfor-
tunately, due to the complexity of the flow in these applications,
relatively few studies have been done on this topic. Most of the
studies that have been attempted on this topic involve a sim-
plified geometry (e.g., a two-dimensional flow domain) and/or
a simplified flow structure (e.g., laminar flow or pure free con-
vection), which limits their value in real world applications.

Li and Chung [1] studied laminar two-dimensional mixed
convection of air in a vertical rectangular channel with heated
blocks to simulate the cooling of electronics packages. The au-
thors investigated the effect of varying Rayleigh number with
a fixed inlet mass flow rate on the overall cooling effective-
ness. Shuja et al. [2] investigated two-dimensional mixed con-
vection of air in a square cavity with a single heat generating
body. In that study, the effects of cavity exit-port locations on
heat transfer and entropy generation for two body aspect ra-
tios were considered. Bhoite et al. [3] studied two-dimensional
laminar mixed convection of air in an enclosure with a series
of heat generating blocks. The authors found that for a given
heat generation rate, the maximum surface temperatures typi-
cally decreased with increasing mass flow rate. For very high
heat generation rates, however, maximum surface temperatures
initially increased followed by a decrease at higher mass flow
rates. Bellache et al. [4] numerically studied two-dimensional
turbulent ventilation patterns and thermal processes in an ice
rink. The standard k–ε model was used to model the turbulence
quantities. It was determined that the location of the inlet and
outlet ducts as well as the orientation of the inlet air can have
a large effect on the heating load, the humidity, and the com-
fort of the spectators in the ice rink. Later, Bellache et al. [5]
considered two different positions of the air outlet and found
that the position initially envisaged in the architectural plans
resulted in higher heat losses and a higher refrigeration load
for the ice rink. However, neither of the two air outlet positions
gave satisfactory results as far as air renewal in the area occu-
pied by the spectators. Ramirez-Iraheta et al. [6] investigated
the two-dimensional laminar flow of air inside a cavity with
a single inlet and a single outlet enclosing towers made up of
heat-generating rectangular blocks. The effects of the number,
position, and size of the towers, the inlet mass flow rate, and
the location of the inlet and outlet openings on the velocity and
temperature distributions within the domain were considered.
The results showed that the position of the towers with respect
to the inlet and outlet openings had a significant impact on the
velocity and temperature in the domain with the tower locations
that provided the lowest block temperatures being the ones that
maximized the air flow between the blocks. Ramirez-Iraheta et
al. also found that the inlet mass flow rate had a significant ef-
fect on the velocity and temperature in the domain.

The present investigation deals with the effective three-
dimensional turbulent air-side cooling of vertical stacks, or tow-
ers, of heat generating bodies. As the valve hall to be modeled
is already in existence, the size of the room as well as the size,
location, and orientation of the towers are assumed to be fixed
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Fig. 1. Plan view of the simulated DC/AC valve hall (dimensions in meters).
quantities. The inlet and outlet air openings are located on the
floor and ceiling of the domain, respectively, in the existing
valve hall. The air conditioning units for the room are also al-
ready in existence, therefore an ideal solution would be one in
which the current inlet air flow rate was maintained. As a first
attempt towards improving the cooling effectiveness over the
current conditions in the existing valve hall, the present authors
limited their work to floor injection and explored the effects
of simple modifications of the angle of injection of the inlet
air jet, the area of the inlet air grills, and the inlet mass flow
rate [7]. Thus, the work in [7] corresponds to minimal struc-
tural changes in the existing valve hall. In the present study,
other methods for enhancing the cooling effectiveness involv-
ing substantial structural changes (e.g., side-wall injection) are
considered. The main objective of the present work is to com-
pare the cooling effectiveness achievable by side-wall injection
with that of floor injection. In addition to the method of air in-
jection, other parameters that were varied during the course of
the present work are the size and location of the inlet and outlet
openings as well as the angle of injection of the inlet air.

2. Mathematical formulation

Fig. 1 shows a plan view of the flow domain under considera-
tion in this study with dimensions that are similar to an existing
valve hall in a converter station. The domain is bounded by two
walls that are separated by a distance of 11.18 m in the y di-
rection and a ceiling that is 13.35-m high (in the z direction).
The walls on the right- and left-sides of the domain were re-
placed by symmetry planes in order to introduce symmetry and
significantly reduce the computation time. Towers consisting of
16 heat-generating blocks are housed inside the domain. These
towers are 2.57 m × 3.56 m × 7.98 m in the x, y, and z direc-
tions, respectively. Each block is 0.33-m thick and successive
blocks are separated by a distance of 0.18 m. In Fig. 1, the cool-
ing air is brought into the domain through grills in the floor and
Fig. 2. Plan view of CD1 (dimensions in meters).

the return warm air is rejected through outlets in the ceiling,
which is the case in the present valve-hall design.

Two methods of air injection, floor and side-wall injection,
will be considered in this study. When the inlet- and outlet-air
openings are symmetrical with the tower center line on the x

and y axes, planes S1, S2, and S3 in Fig. 1 become symme-
try planes, and Computational Domain 1 (CD1) was used in
the computations. A description of CD1 is shown in Figs. 2
(plan view) and 3 (elevation view). On the other hand, when
the inlet and outlet openings are symmetrical with the tower
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Fig. 3. Elevation view of CD1 (dimensions in meters).

centerline on only one axis (the y axis), symmetry exists on
planes S1 and S2 in Fig. 1, but not on plane S3. For such cases,
Computational Domain 2 (CD2) was used and its description is
shown in Figs. 4 (plan view) and 5 (elevation view). The over-
all dimensions of the cavity and the tower are fixed for both
computational domains.

One inlet opening is modeled for CD1. This inlet opening
can either be on the floor or the side wall of the domain, but not
on both. The centre line of this opening is on symmetry plane
S1. When the inlet opening is located on the bottom of the do-
main, its location is defined by length L3 and its size is defined
by lengths L1 and L2 in the x and y directions, respectively.
When the inlet opening is located on the side wall of the do-
main, its location is defined by length L6 and its size is defined
by lengths L4 and L5 in the x and z directions, respectively.
One outlet opening is also modeled for CD1. The location and
size of this opening is fixed with the dimensions indicated in
Figs. 2 and 3.

For CD2, one side-wall inlet opening is also modeled with
its centre line located on symmetry plane S1. Its location is de-
fined by length L6 and its size is defined by lengths L4 and L5

in the x and z directions, respectively. One outlet opening is
Fig. 4. Plan view of CD2 (dimensions in meters).

also modeled for CD2 with fixed size and location, as shown in
Figs. 4 and 5.

For both computational domains, the thyristor tower is mod-
eled as a series of sixteen stacked vertical blocks. The distance
from the floor to the bottom of the first block is 1.05 m in the
z direction. A uniform heat flux q ′′ is applied at the surfaces of
the blocks, while all cavity walls are insulated.

2.1. Governing equations

The flow is considered to be three-dimensional, steady, and
turbulent. The fluid is assumed to be Newtonian with constant
fluid properties, except for the density ρ in the expression of
the body forces. The eddy-viscosity approximation was used to
model the Reynolds stresses in the momentum equations. Under
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Fig. 5. Elevation view of CD2 (dimensions in meters).

these conditions, the time-averaged equations for the conserva-
tion of mass, momentum and energy are applicable. These gov-
erning equations, also known as the Reynolds-averaged Navier–
Stokes equations, can be expressed in tensor form as:

Momentum: ρ

(
uj

∂ui

∂xj

)
= − ∂P

∂xi

+ ∂

∂xj

(
(μ + μt)

∂ui

∂xj

)
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Continuity:
∂uj
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= 0 (2)

Energy: uj

∂T
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(
λ

ρCp

∂T

∂xj

)
(3)

where ui are the Cartesian time-averaged velocity components
with the commonly used over-bars omitted for convenience
(u1 = u, u2 = v, and u3 = w), P is the time-averaged pressure
with the over-bar also omitted for convenience, gi = −9.8 m/s2

for i = 3, and gi = 0 for i = 1 and 2.
Splitting the pressure into dynamic (P ∗) and hydrostatic

components:

P ∗ = P − ρogiz (4)

the resulting momentum equations can be written as:

ρ

(
uj

∂ui

∂xj

)
= −∂P ∗

∂xi

+ ∂

∂xj

(
(μ + μt)

∂ui

∂xj

)

+ (ρ − ρo)gi, i = 1,2,3 (5)

where ρo is the density of the air at the inlet.
2.2. Turbulence closure

An extension of the standard k–ε model of Launder and
Spalding [8] with the scalable-wall-function approach of Grot-
jans and Menter [9] were chosen for the computations. This
choice was based on the results of Berg et al. [10], who com-
pared the predictions based on the k–ε and the k–ω turbulence
models against the experimental results of Quinn [11] for an
isothermal rectangular free jet. Berg et al. found that the k–ε

model produced more accurate results. As well, a comparison is
presented later on between the predictions of the present model
and experimental results as further validation of the present ap-
proach.

In the k–ε model, the eddy viscosity is computed using the
relation:

μt = Cμρ
k2

ε
(6)

where Cμ is a constant and the values of k and the dissipation,
ε, come from the solution of the following transport equations:

ρui
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+ Pk − ρε (7)
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k
(Cε1Pk − Cε2ρε) (8)

and the turbulence production term, Pk , is modeled using:

Pk = μt

∂ui

∂xj

(
∂ui

∂xj

+ ∂uj

∂xi

)
(9)

The values for the k–ε equation constants used in this work
are: Cμ = 0.09, Cε1 = 1.45, Cε2 = 1.9, σk = 1.0, and σε = 1.3.
During the course of this investigation, the influence of adding
the extra buoyancy-related terms in the turbulence model was
tested and found to be insignificant. Therefore, these terms were
ignored in the turbulence model.

The scalable wall function approach of Grotjans and Menter
[9] was used for modeling the flow near the wall. This ap-
proach is an extension of the standard wall function approach of
Launder and Spalding [8]. In the log-law region, the near wall
tangential velocity Ut is related to the wall shear stress τw by
means of a logarithmic relation. In the wall function approach,
empirical formulas are applied which connect the wall condi-
tion with the dependent variables at the first near-wall mesh
node which is assumed to lie in the logarithmic region of the
boundary layer. The relation for the near wall velocity in the
logarithmic region is given by:

Ut = (uτ /κ) log(y+) + C (10)

where the non-dimensional wall distance, y+, is defined as
y+ = ρuτn/μ, the friction velocity, uτ , is given by uτ =
(τw/ρ)1/2, n is the normal distance to the wall, (κ = 0.41) is
the von Karman constant, and C is a constant that depends on
the wall roughness (C = 5.2 for a smooth wall).

Using the wall function approach, the near wall turbulence
quantities k, ε, and μt in the logarithmic region were calculated
from:
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k = u2
τ /

√
Cμ (11)

ε = u3
τ /(κn) (12)

and

μt = ρκuτn (13)

The fundamental principle of the scalable wall function ap-
proach of Grotjans and Menter [9] is to limit the value of
y+ near the wall, ỹ+, used in the logarithmic formulation to
a value of 11.06. The value of ỹ+ was determined from the in-
tersection of the logarithmic and linear profiles near the wall
using: ỹ+ = max(y+,11.06). The computed ỹ+ value was not
allowed to fall below this limit and therefore all mesh points
were outside of the viscous sub-layer. As a result, mesh incon-
sistencies associated with applying the k and ε equations in this
region were avoided.

The flux boundary conditions applied at the wall for the scal-
able wall function approach are as follows:
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∂n
= −ρuτ max

(|uτ |, u∗) (14)
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Cμ

κ2
(Cε2 − Cε1)

]
(16)

with:

e = �y+/ỹ+ (17)

and

u∗ = C1/4
μ k1/2 (18)

In Eqs. (14) to (18), �y+ is the actual y+ value from the wall
to the first interior node, Fcal is a calibration function based on
the coarseness of the mesh, and u∗ is an alternative velocity
scale used to prevent the flux from going to zero at separation
points (which was a problem with the standard wall functions).
Another advantage of the scalable wall functions as opposed to
the standard wall functions is that scalable wall functions can
be applied to arbitrarily fine meshes and allow for consistent
mesh refinement independent of Reynolds number. These fea-
tures were major shortcomings of the standard wall function
approach.

2.3. Boundary conditions

The boundary conditions for computational domains CD1
and CD2 are as follows:

• All outer walls are impermeable:

u = v = w = 0 on all outer walls and the bottom wall

(excluding the inlet) (19)
• All outer walls are adiabatic:

∂T /∂z = 0 on the bottom and top walls (20)

∂T /∂y = 0 on the side walls (21)

• All block faces are impermeable and zero slip walls:

u = v = w = 0 on all block faces (22)

• Uniform output heat flux was applied on all block faces:

∂T /∂x = −q ′′/λ on the block faces located at x = 1.285 m

(23)

∂T /∂y = −q ′′/λ on the block faces located at y = 1.78 m

(24)

∂T /∂y = q ′′/λ on the block faces located at y = −1.78 m

(for CD2 only) (25)

∂T /∂z = −q ′′/λ on the top faces of all blocks (26)

∂T /∂z = q ′′/λ on the bottom faces of all blocks (27)

• Symmetry conditions across the symmetry planes:

u = ∂v/∂x = ∂w/∂x = ∂T /∂x = 0 on symmetry planes S1

and S2 (28)

v = ∂u/∂y = ∂w/∂y = ∂T /∂y = 0 on symmetry plane S3

(for CD1 only) (29)

• A specified average pressure was applied at the outlet area:

P̄ ∗ = 0 over the outlet opening (30)

Cooling air entered the cavity through the inlet opening at
a uniform temperature of To. When the inlet opening was lo-
cated on the floor of the domain, the inlet velocity had compo-
nents 0, vo, and wo in the x, y, and z directions, respectively,
with a resultant jet velocity Vjet = √

v2
o + w2

o and an inlet air
angle θ = tan−1(−wo/vo). Uniform distributions of vo and wo

were imposed at the inlet opening. Thus, ṁo = ρo(L1L2)wo,
where ṁo is the inlet mass flow rate. When the inlet open-
ing was located on the side wall of the domain, the inlet air
velocity was always directed normal to the inlet opening. In
that case, the components of the inlet velocity in the x and z

directions, uo and wo, respectively, were set to zero, and the
component of the inlet velocity in the y direction, vo, was equal
to −ṁo/(ρoL4L5). The inlet turbulent kinetic energy ko was
calculated using:

ko = 3

2
I 2
o V 2

jet (31)

where Io is the inlet turbulence intensity. The inlet dissipation
εo was calculated using:

εo = Cμρo

k2
o

Roμ
(32)

where Ro is the inlet viscosity ratio (μt/μ).
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2.4. Numerical solution

The numerical solution of the governing equations was ob-
tained using the finite volume method of Patankar [12]. Carte-
sian velocity components were used on a non-staggered grid.
Mass conservation discretization was applied on the grid with
pressure–velocity coupling based on the work of Rhie and
Chow [13], Prakash and Patankar [14], and Schneider and
Raw [15]. The high-resolution advection scheme based on the
work of Barth and Jesperson [16] was used.

The coupled discretized mass and momentum equations plus
the energy and the turbulence model equations were solved iter-
atively using additive correction multi-grid acceleration. These
computations were performed using a commercial CFD code
(CFX-5, version 5.7). Solutions were considered converged
when the normalized maximum residual of all the discretized
equations was less than 1 × 10−5.

Orthogonal (Cartesian) grids were generated for the solu-
tion domains shown in Figs. 2 to 5. Non-uniform grid spacing
was employed for the meshes in this study in order to place
more nodes in regions where the spatial derivatives of the gov-
erning equations are high and fewer nodes where there is very
little change in the solution fields from node to node. Mesh re-
finement was required in this project in the gaps between the
blocks with an increased amount of nodes needed in order to
obtain a converged solution. The distance between the wall and
the first node was also decreased near some of the walls in order
to achieve a y+-value of less than 100 on all walls.

Two methods were used to judge mesh independence of
the results; the relative maximum temperature of the domain,
�Tmax(= Tmax − To), and the relative temperature, �T (= T −
To), along six different lines in the domain for CD1 and seven
lines for CD2. These lines were located along the x, y, or z di-
rections in regions of substantial temperature variation [17]. For
CD1, mesh independence tests were performed using coarse,
medium, and fine meshes of 868 005, 1 141 442, and 1 475 794
nodes, respectively. The percentage difference in the value of
�Tmax between the coarse and medium grids and between the
medium and fine grids were 1.74% and 1.01%, respectively.
The root-mean-square of the difference in the value of �T be-
tween the coarse and medium grids along the six lines ranged
from 1.83% to 10.3%, while the root-mean-square of the dif-
ference in the value of �T between the medium and fine grids
along the six lines ranged from 0.40% to 1.22%. Based on these
results, the medium grid was selected for all computations us-
ing CD1. For CD2, mesh independence tests were performed
using coarse, medium, and fine meshes of 1 723 484, 2 148 130,
and 2 512 420 nodes, respectively. The percentage difference in
the value of �Tmax between the coarse and medium grids and
between the medium and fine grids were 7.48% and 2.24%, re-
spectively. The root-mean-square of the difference in the value
of �T between the coarse and medium grids along the seven
lines ranged from 0.65% to 4.05%, while the root-mean-square
of the difference in the value of �T between the medium and
fine grids along the seven lines ranged from 0.23% to 3.29%.
Based on these results, the medium grid was selected for all
computations using CD2.
2.5. Experimental validation

2.5.1. Constraints and design requirements
Because of the high voltages associated with thyristor valve

halls, safety was an important issue for Manitoba Hydro (the
utility that owns and operates the facility) in conducting the
experiment in the valve hall and therefore, a number of safety-
related restrictions were placed on the testing. Personnel were
required to be at least 2.5 m away from the towers and not to be
located above a height of 5 m from the floor while the hall was
in operation. No equipment (e.g., temperature or velocity mea-
suring devices) could be installed in the valve hall unless it was
at a distance of 2.5 m away from the towers and a height of at
least 12.3 m above the floor. This ruled out the possibility of in-
stalling measuring devices in the space between the towers or
in the gaps between the tiers in the towers. Further, the measur-
ing devices could not be electrically conductive or produce an
electrical current. With these restrictions in place, the design of
a suitable experiment to validate the numerical results proved
to be quite challenging.

It was decided that the temperature is the only parameter that
could be feasibly measured under the above constraints and that
infrared thermography (IT) is the best option for obtaining these
measurements in the region above 5 m from the floor. A digital
thermometer was used to scan the temperature in the region be-
low 5 m from the floor. In order to use IT for measuring the air
temperature at a particular location, an object must be placed in
the airfield that would take on the temperature of the air at that
location without significantly altering the flow, and then taking
a thermal image of that object.

In addition to the restrictions stated above on the possible lo-
cations of objects or targets to be placed in the air field, several
other requirements were placed on the design of these objects,
such as:

(1) the targets must be constructed using an electrically non-
conductive material,

(2) a material with a low thermal mass must be used in order to
decrease the time required for the object to reach thermal
equilibrium with the surrounding air,

(3) the targets must be as non-restrictive to airflow as possible
in order to maintain an accurate representation of the air
field,

(4) it is desirable to have as many readings of temperature
across the airfield as possible (a continuous temperature
profile would be ideal, but this may not be possible due
to requirement 3), and

(5) in order to limit reflections from neighbouring objects, IT
is most accurate when using a highly emissive material as
a target.

2.5.2. Locations of temperature measurement
Taking the above restrictions and requirements into account,

a number of areas were selected for IT testing. Area 1 was lo-
cated on thin plastic covers, a small distance away from the
surface of the towers. Referring to Fig. 1, this area corresponds
to x = 0.64 m, y = 1.81 m to 1.84 m, and various values of z.
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Square patches (10 cm × 10 cm) of black Scotch™ Super 88
electrical tape (εs = 0.98), were attached to the plastic cov-
ers at these locations in Area 1. Area 2 was a horizontal plane
located above the thyristor towers at −2.71 m � x � 2.71 m,
0 � y � 5.59 m, and z = 12.28 m (see Fig. 1). A fiberglass
window screen (permeability of 70%) was installed in this area
and black-tape patches of the same type and size as in Area 1
were mounted at uniform intervals on the screen. The tempera-
ture targets in Areas 1 and 2 were installed during a scheduled
shutdown of the valve hall. More details can be found in [17].

2.5.3. Experimental setup and procedure
After regular operation resumed in the valve hall, the equip-

ment was allowed to come into thermal equilibrium with the
room during a two-week period before testing was conducted.
The first step was to record the operating conditions in the valve
hall related to the experiment (this step was performed at the be-
ginning and the end of the experiment and the data were found
to be the same). The recorded operating conditions included the
mass flow rate, the inlet, and the outlet bulk temperatures of the
air. Values of Vjet and q ′′ were determined from these data.

The second step was to record the air temperatures in the
valve hall 2.5-m away from the towers and within 5-m eleva-
tion from the floor. These temperatures were recorded using
a Kestrel® 3000 digital thermometer with an accuracy of ±1 ◦C.
These temperatures were recorded at a heights of z = 1 m and
z = 4 m, and regular intervals of x and y. It was found that
all temperatures were within ±0.5 ◦C of a certain value at each
height.

The third step of the experiment was to take infrared images
in Areas 1 and 2. The infrared camera used for the experiment
was a Flir Systems Thermacam® PM 695 with an accuracy of
±2 ◦C. All electrical lights were turned off during the experi-
ment in order to eliminate them as a possible radiation source.
Because the two areas were large in size, each area was pho-
tographed in parts in order to increase the resolution of each
image. When the experiment was completed, the data were
processed using Thermacam Researcher™ 2.8 software and the
temperatures at the centre of each black square tape, along with
the corresponding location, were recorded.

2.5.4. Experimental results and comparisons
Numerical results were obtained using CD1 with input data

for Vjet, q ′′, To, and geometry parameters identical to those
recorded during the experiment. The angle of inlet air jet, θ , in
the existing valve hall was determined to be 60◦ and this value
was used in the model. The medium mesh defined in Section 2.4
was used in the simulation.

Fig. 6 shows a comparison between the experimental and
the numerically predicted temperatures on a line in Area 1. The
numerical results were computed at both 0.03 m and 0.06 m
away from the surface of the tower (i.e., in the y direction)
in order to match the conditions of the experiment. Two sets
of experimental results corresponding to similar locations on
two towers are presented in Fig. 6 and the two sets are prac-
tically identical, which confirms the symmetry imposed in the
numerical model. The numerical results correctly predict that
Fig. 6. Comparison of experimental and numerical results in Area 1.

the temperatures near the block faces become higher with in-
creasing height; however, these results somewhat under-predict
the temperatures near the bottom of the tower. One possible ex-
planation is that the actual temperature of the air issuing from
the inlet opening into the room was higher than the inlet tem-
perature used in the simulation. The inlet air temperature sensor
in the valve hall is located in the duct work upstream of the in-
let opening and there is a possibility of some heat gain by the
air before entering the valve hall. In general, the maximum de-
viation between the experimental and numerical results is about
3 ◦C.

Fig. 7 shows temperatures on three lines in Area 2 compared
with numerical results. These lines corresponds to x = 0.37 m,
x = 1.13 m, and x = 1.89 m. The numerical results along all
three lines show good agreement with the experimental results,
with the air temperature varying very little with x and y at this
height.

3. Results and discussion

Results from seven simulations (Cases A to G) are presented
here, and interested readers can find a lot more results in [17].
Case A corresponds to the current operating conditions in the
existing valve hall, while cases B to G represent attempts to
improve the air distribution, and consequently decrease the tem-
perature level in the valve hall by changing one or more of the
geometry and/or inlet conditions. The dimensions defined by
numerical values in Figs. 2 to 5 were held constant and, in ad-
dition, some other parameters were also held constant as given
in Table 1.

Of the seven cases presented here, five were simulated us-
ing CD1 (Cases A to E) and two were simulated using CD2
(Cases F and G). Of the five cases with CD1, Cases A to D
used an inlet opening located on the floor of the cavity and
Case E used an inlet opening located on the side wall. All CD1-
simulations used an inlet flow rate ṁo = 0.684 kg/s, consistent
with the existing valve hall operating condition, while CD2-
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Fig. 7. Comparison of experimental and numerical results in Area 2.

simulations used ṁo = 1.368 kg/s since CD2 has double the
volume and double the heat input of CD1.

Among the cases of floor injection, Case A (the base case)
corresponds to an inlet angle of the air jet of θ = 60◦. Case B
explores the effect of changing θ from 60◦ to 80◦, while keep-
ing all other parameters unchanged. Case C explores the effect
of increasing the inlet air velocity by just decreasing the area of
the inlet grill, while keeping θ = 81◦ and all other parameters
unchanged. Case D explores the effect of changing the aspect
ratio (L1/L2) of the inlet grill with θ = 80◦ and Vjet close to
Vjet,CA.

The inlet air was injected horizontally in all cases of side-
wall injection. In Case E, inlet grills were located on both
side-walls at y = ±5.59 m (see Fig. 1), while Cases F and G
correspond to inlet grills on one side wall only. Case G corre-
sponds to nearly half the inlet-grill area of Case F, and therefore,
twice the inlet jet velocity. Cases E and G correspond to similar
values of L4, L5, and L6, with the main difference being that in
Case E there are grills on both side walls while in Case G there
are grills on one side wall only with twice the value of Vjet.

In addition to symmetry planes S1 and S3, two additional
planes (P1 and P2) will be used in presenting the results from
simulations with CD1. The location of these planes is shown
in Fig. 8. For CD2, three additional planes (Q1 to Q3), shown
in Fig. 9, will be used in presenting the corresponding re-
sults.

3.1. Base case (Case A) results

Previous research on this topic [6] has clearly established
that the temperature level of the heat-generating blocks is di-
rectly related to the magnitude of air flow in the gaps between
the block and therefore, special attention was paid to this para-
meter in this study. Because of symmetry on planes S1 and S3,
the net mass flow rate of air entering a particular gap on plane
P1 must also be equal to the net mass flow rate exiting the same
gap on plane P2. Table 2 shows the net mass flow rates for each
gap, |ṁg| in Case A. It should be noted that this method for de-
termining the mass flow rate does not show the direction of the
flow and could also possibly be misleading in the case of a sig-
nificant mass flow rate entering a gap on a plane and exiting the
gap on the same plane. The phenomenon of mass entering a gap
on one plane and exiting on the same plane generally occurred
only when the mass flow rate entering a gap on P1 was low and
thus the maximum temperature in that gap was relatively high.
Table 2 also shows the net mass flow rate through each gap as a
percentage of the total inlet mass flow rate, as well as the max-
imum temperature in each gap, Tmax,g .

Table 2 demonstrates the poor air distribution through the
tower gaps. A total of 72.6% of the inlet mass flow rate passes
through Gaps 1 to 5. The maximum temperature in any of these
Table 1
Parameters held constant for all simulations

To ρo Cp λ μ q ′′ Io Ro

(◦C) (kg m−3) (J kg−1 K−1) (W m−1 K−1) (kg m−1 s−1) (W m−2)

21.2 1.2 1004.4 0.0261 1.831 × 10−5 60.6 0.05 10
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Fig. 8. Location of planes P1 and P2 for CD1 (dimensions in meters).

Fig. 9. Location of planes Q1, Q2, and Q3 for CD2 (dimensions in meters).
Table 2
Mass flow rates and maximum temperatures in each gap for Case A

Gap number |ṁg | (kg s−1)
|ṁg |
ṁo

× 100 Tmax,g (◦C)

1 0.1765 25.81 27.57
2 0.1138 16.64 31.68
3 0.0812 11.87 33.38
4 0.0671 9.81 33.20
5 0.0577 8.44 33.78
6 0.0481 7.03 37.55
7 0.0401 5.86 40.44
8 0.0334 4.88 44.58
9 0.0265 3.87 49.53

10 0.0123 1.80 65.78
11 0.0004 0.06 89.44
12 0.0049 0.71 84.40
13 0.0040 0.59 81.52
14 0.0016 0.24 86.33
15 0.0000 0.00 95.37
Total 0.6676 97.61

gaps is 33.78 ◦C, occurring in Gap 5. An amount equal to 25.8%
of the inlet mass flow rate flows through Gap 1, while only 8.4%
of the inlet mass flow rate flows through Gap 5. Even though
the mass flow rate through Gap 1 was more than three times
that of through Gap 5, the maximum gap temperature only var-
ied by 6.21 ◦C for these two gaps. Clearly, much more flow
than needed passed through Gap 1. A total of 23.4% of the in-
let mass flow rate passes through Gaps 6 to 10. The maximum
temperature in these gaps is 65.78 ◦C, occurring in Gap 10. In
Gaps 11 to 15, the combined total flow is only 1.6% of the inlet
mass flow rate. As a result, the maximum temperature in each
of these gaps was greater than 81.5 ◦C. These results indicate
that the maximum temperature in a gap depends highly on the
net mass flow rate in that gap.
Only 3.9% of the inlet mass flow rate passes through
Gap 9, and yet the maximum temperature is less than 50 ◦C. If
a scheme could be devised in which this mass flow rate passed
through each of the fifteen gaps, the tower could be effectively
cooled with as little as 58% of the total inlet mass flow rate used
in Case A. It is evident from these observations that the higher
than desired maximum temperatures in some of the gaps are not
a result of the total inlet mass flow rate being too low, but are
a result of deficiencies in the local mass flow rates through the
gaps containing the high maximum temperatures.

3.2. Enhancement of the cooling effectiveness

Attempts were made to improve the air-cooling effectiveness
in the valve hall over the existing conditions (Case A) and the
results from six of these attempts (Cases B to G) are presented
here. A key feature in Cases B to G is that the inlet air mass
flow rate was kept the same as Case A. The geometry and inlet
flow conditions, as well as the resulting maximum temperature
in the domain and the location of this maximum temperature
are presented in Tables 3 to 5.

Cases B to D correspond to floor air injection. In Case B,
the only modification (relative to Case A) is a change in the air
injection angle from 60◦ to 80◦. Case C involves changing the
air injection angle to 81◦ and decreasing the vents’ inlet area to
approximately one half the existing value in order to increase
the inlet air velocity. Case D explores the effect of changing the
aspect ratio of the inlet vents (by decreasing L1 and increasing
L2) together with changing the air injection angle to 80◦ and
a 22% reduction in the area of inlet vents.

The computed net flow rate and maximum temperature in
each of the 15 gaps in the tower for Cases A to D are shown
in Fig. 10. Case B produced a reduction in air flow in Gaps 1
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Table 3
Summary of Cases A to D (floor air injection with CD1)

Case L1 (m) L2 (m) L3 (m) θ (deg) (
Ao

Ao,CA
)* (

Vjet
Vjet,CA

)* Tmax,g (◦C) Gap

A 0.545 0.48 2.67 60 1 1 95.37 15
B 0.545 0.48 2.67 80 1 0.879 86.21 12
C 0.545 0.235 2.67 81 0.49 1.791 78.10 3
D 0.2 1.02 2.42 80 0.78 1.128 80.09 15

* Ao,CA = 0.2616 m2; Vjet,CA = 2.516 m s−1.
Table 4
Summary of Case E (side-wall air injection with CD1)

Case L4
(m)

L5
(m)

L6
(m)

(
Ao

Ao,CA
)∗ (

Vjet
Vjet,CA

)∗ Tmax,g

(◦C)
Gap

E 0.069 8.3 1.38 2.19 0.397 85.54 13

∗Ao,CA = 0.2616 m2; Vjet,CA = 2.516 m s−1.

Table 5
Summary of Cases F and G (side-wall air injection with CD2)

Case L4
(m)

L5
(m)

L6
(m)

(
Ao

2Ao,CA
)∗ (

Vjet
Vjet,CA

)∗ Tmax,g

(◦C)
Gap

F 0.156 7.32 1.38 2.183 0.397 62.75 12
G 0.073 7.82 1.38 1.091 0.795 50.11 15

∗Ao,CA = 0.2616 m2; Vjet,CA = 2.516 m s−1.

to 5 and a corresponding increase in the maximum temperature
(relative to Case A). The reverse happened in Gaps 6 to 11 and
a mixed trend can be seen in Gaps 12 to 15. Overall, the max-
imum temperature in the domain for Case B is 86.21 ◦C, about
9 ◦C reduction from Case A by a simple change in the air jet
angle. Case C corresponds to about double the value of Vjet as
in Case B while maintaining a similar value of θ . Fig. 10 shows
further reduction in air flow in Gaps 1 to 5, but a substantial in-
crease in air flow in Gaps 6 to 15. This has translated into lower
temperatures in the upper gaps, with Tmax,g less than 45 ◦C in
Gaps 6 to 15, but higher temperatures in the lower gaps with
Tmax,g = 78.10 ◦C in Gap 3. Finally, Case D shows the effect
of changing the aspect ratio of the inlet vents. Fig. 10 shows
that ṁg/ṁo is 2.5% or higher in Gaps 1 to 12 and, as a result,
Tmax,g is lower than 50 ◦C in all these gaps. In Case D, the high-
est value of Tmax,g is 80.09 ◦C, and it occurs in Gap 15 where
the air flow rate is minimum.

The results in Fig. 10 demonstrate that the pattern of air
distribution through the gaps of the tower and the resulting
temperatures in the tower are very sensitive to the indepen-
dent parameters θ,Ao, and (L2/L1). Substantial reductions in
Tmax,g can be achieved by carefully selecting appropriate values
for these independent parameters and this can only be achieved
by a detailed CFD analysis similar to the present one.

Cases E to G correspond to side-wall air injection with an
inlet jet directed in the horizontal direction. In Case E, the cool-
ing air is injected through vents located on the two walls at
y = ±5.59 m (see Fig. 1), while in Cases F and G, the cool-
ing air is injected through vents located only on the wall at
y = 5.59 m. The inlet area of the vent for Case E is about twice
Fig. 10. Air flow rates and maximum temperatures in all tower gaps for Cases
A to D.

the vent area of Case A. Two different vent areas are simulated
in Cases F and G.

For Case E, air flow issuing from the inlet opening has a ten-
dency to descend as it progresses towards the tower due to the
density difference between the surrounding air and the cooling
air. As a result, the highest overall mass flow rate and lowest
maximum gap temperature occur in Gap 1. The overall mass
flow rate though each gap decreases with increasing gap num-
ber for Gaps 1 to 9. The net mass flow rate through these gaps
was high enough, however, that the maximum temperature in
Gaps 1 to 9 was 55.65 ◦C (occurring in Gap 7). In Gaps 10 to
15, there is a higher mass flow rate entering the gap through
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plane P2 and exiting the gap through P1. This is the reverse
flow pattern of Gaps 1 to 9. There are a number of factors that
contribute to the reversal of flow in Gaps 10 to 15. Air exiting
Gaps 1 to 9 through P2 rises because its temperature is higher
than that of the surrounding air, causing a large amount of air to
pass next to the opening to the upper gaps on P2. Because the
inlet air has a tendency to descend as it progresses towards the
towers, there is no rising plume of air near P1 for these gaps.
As a result, some of the air passing by the upper gaps on P2
has a tendency to be pulled through the gap, causing this re-
versed flow pattern. Because the magnitude of the mass flow
rate of this air is still relatively low in Gaps 10 to 15, the max-
imum temperatures in these gaps are relatively high with the
maximum domain temperature being 85.54 ◦C in Gap 13. It is
interesting to note that Gap 13 is not the gap where the lowest
net mass flow rate occurs. The lowest individual gap net mass
flow rate occurs in Gap 10. The maximum temperature in this
gap (68.61 ◦C), however, is noticeably lower than in Gap 13.
Examination of the flow through this gap shows that some of the
air issuing from the inlet opening enters Gap 10 on P1 and an al-
most equal amount of flow exits this gap on the same plane, thus
resulting in a low net mass flow through the gap. This is an ex-
ample of a situation where the net mass flow rate through a gap
can be misleading. Overall, Case E achieved nearly a 10 ◦C re-
duction in maximum domain temperature compared with Case
A. However, Cases C and D with floor air injection produced
better cooling effectiveness than Case E.

For Cases F and G (using CD2), there are three planes (Q1,
Q2, and Q3) through which flow can enter or exit a gap. Since
mass must be conserved, the net mass flow rate entering a gap
must also be equal to the net mass flow rate exiting the same
gap. The flow rates entering or exiting each gap through planes
Q1, Q2, and Q3 were calculated and the largest of the three
amounts is shown in Fig. 11 (as a percentage of the total inlet
flow) in order to indicate the magnitude of ventilation in the
gaps.

As in Case E, air issuing from the inlet opening for Case F
also had a tendency to descend as it progressed towards the
towers due to the density difference between the surrounding
air and the cooling air. Consequently, Gaps 13 to 15 received
lower amounts of ventilation than the lower gaps. On the other
hand, Gaps 1 to 12 received significant amounts of ventilation
resulting in low temperatures in all these gaps. The maximum
domain temperature for Case F is 62.75 ◦C occurring in Gap 12.
The reason for the hottest temperature occurring in Gap 12 for
this case and not in Gaps 13 to 15 is that the flow entering Q1 on
Gap 12 does not penetrate very far into the gap before exiting
through Q2. In addition, very little flow enters Gap 12 on Q3.
This creates a relative hot spot in this gap near Q3.

For Case G, where the inlet horizontal velocity is almost
twice as large as the inlet velocity for Cases E and F, the flow
does not descend as much near the inlet as it did in Cases E
and F. As a result, flow directly issuing from the inlet opening
enters Gaps 1 to 14 on Q1, with the net mass flow rate enter-
ing the gaps on this plane. Some of the cooling air that enters
these gaps on Q1 passes through the entire gap and exits on Q3.
As result, the net flow rate through the same gaps on Q3 is out
Fig. 11. Air flow rates and maximum temperatures in all tower gaps for Cases
A, E, F and G.

of the gaps and no hot spots occur in any of these gaps. The
maximum temperature in Gaps 1 to 14 is 42.11 ◦C, occurring in
Gap 13.

The inlet air jet is below the level of Gap 15 by the time
it reaches the towers in Case G. As a result, none of the air
from the inlet opening passes directly through Gap 15 without
first passing through other gaps. For Gap 15, the flow pattern
is reversed compared with the first 14 gaps with a net mass
flow entering the gap on Q2 and Q3 and exiting the gap on Q1.
The maximum temperature in Gap 15 is 50.11 ◦C. This is also
the maximum temperature in the domain. The pattern of flow
through the tower gaps and the resulting temperature level in
the tower blocks for Case G are far superior to all other cases
considered in this investigation.

4. Concluding remarks

A numerical investigation was conducted in order to model
the three-dimensional mixed convection during turbulent flow
of air in a thyristor valve hall. The effects of the method of
cooling-air injection (either from the floor or the side wall), inlet
opening geometry (area and aspect ratio), and inlet-air injection
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angle on the thermal performance for the air-side cooling of the
thyristor valve hall were examined. A base case simulating the
currently existing conditions in the valve hall was computed
and high temperatures were noted in the upper tiers of the valve
tower. In an attempt to identify strategies for alleviating this
problem of overheating, six other simulations were performed:
three with floor air injection and three with side-wall injection.
The comparison between these six cases and the base case was
based on the same mass inlet flow rate of air. From these results,
the following conclusions can be drawn:

1. The temperature level on the blocks’ surfaces in a particular
gap depends heavily on the mass flow rate of air in that gap.

2. When the inlet and outlet openings are located as they are
in CD1, only moderate improvements in the cooling effec-
tiveness can be made by varying the inlet air angle, and the
area and aspect ratio of the inlet vent.

3. When the inlet and outlet opening are located as they are
in CD2, dramatic decreases in domain temperature can be
achieved compared with the base case.
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